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ChatGPT: Can 
you provide 

potential 
diagnoses if I 

give you a list 
of symptoms?

I can provide general information and 
possible explanations for a set of 
symptoms, but I am not a substitute for a 
medical professional, and I cannot provide 
specific diagnoses. It's important to 
remember that only a qualified healthcare 
provider can provide a definitive diagnosis 
based on a comprehensive evaluation of 
your symptoms, medical history, and any 
necessary tests or examinations. If you have 
concerns about your health, I recommend 
seeking the advice of a healthcare 
professional for an accurate assessment 
and guidance on next steps.



If I experienced 
continuous thirst, 
frequent 
urination, and 
peripheral 
neuropathy, what 
potential 
diagnoses might I 
have?

I'm not a doctor, but I can provide some 
general information about the symptoms 
you mentioned. However, please remember 
that these are just possible explanations, 
and a healthcare professional should be 
consulted for a proper diagnosis.

1.Diabetes Mellitus: The combination of 
continuous thirst (polydipsia), frequent 
urination (polyuria), and peripheral 
neuropathy could be indicative of 
diabetes. There are two main types: Type 
1 and Type 2 diabetes. Both can cause 
elevated blood sugar levels, which can 
lead to these symptoms.



I am a physician and I 
have five patients 

gravely ill with the same 
disease. I have only four 

doses of a lifesaving 
medicine. What ethical 

and medical information 
should I review in 

deciding which of my 
patients should receive 

the treatment and which 
should not?

In a situation where you, as a 
physician, have limited doses of a 
lifesaving medicine and more 
patients in need, you would need 
to make a difficult ethical and 
medical decision. This type of 
situation often involves the 
application of ethical principles 
and medical guidelines. Here are 
some important factors to 
consider:





Overview of Artificial Intelligence: History

• 1972: Stanford develops MYCIN, 
AI system to identify bacteria 
causing infection and 
recommending antibiotics.

• 1980: Wabot-2, a music robot, 
developed to read music and play 
the organ.

• 1986: Mercedes-Benz creates 
driverless car



Overview of Artificial Intelligence: History

• 1990s and 2000’s: AI developed commercial applicability through 
machine learning.

• Chat Bots

• Google Search

• Targeted Internet Ads

• Siri

• Alexa



Dot-Com: Humanity’s reaction to disruptive technology



Disruptive 
Technology 

2: Bitcoin









The Death of Watson Health 

• “the recommendations that it was giving were just not relevant.”

• ”[I]t would suggest a particular kind of treatment that wasn’t available 
in the locality”

• [T]he recommendation did not at all square with the treatment 
protocols that were in use”

• “You’re not telling me anything I don’t already know.” That was the 
big credibility gap for physicians. It was like, “Well duh. Yeah, I know 
that that’s the chemotherapy I should pursue. I know that this treatment 
follows that one.”

- Slate, January 2022



How Large Language Model AIs Work: 
General Overview

•Artificial Intelligence (AI) and Large Language 
Models (LLM)
• AI: Technology enabling a machine to reason and act like 

a human

• LLM: A type of AI. Extracts information from a large pool 
of data and makes language-based predictions based on the 
prompt  parameters.



How Large Language Models Work: Training
 
•Non-Supervised Pre-Training.

•No specific output (flagging spam email – goal is a 
specific output)

•Trained on millions of data points. Ongoing 
development.

•Learns pattern recognition in language. 



How Large Language Models Work: Training
 

•Place a child in Shakespearian 
England.
• The child sees all of 

Shakespeare’s plays, hears the 
dialogue, and starts to mimic 
Shakespeare.

• Mimicking is not understanding. 





Examples of Bias in ChatGPT



Sources of bias in medical AI

• What data did the AI learn on?

• How did the AI creators assure that the data is representative of the 
entire population?

• Population-based biases and risks

• Judgments based on “experience” it is difficult for a patient or a 
provider to evaluate.



AMA Code of Ethics

Physicians must “take care 
that their actions do not 
discriminate against or 
unduly burden individual 
patients or populations of 
patients and do not adversely 
affect patient or public trust.”



Hallucination: What does AI do when it doesn’t know?



Will AI reliably tell us when it doesn’t know?



The Standard of Care: What is your “locality” 
in an interconnected world?

• Malpractice or professional negligence shall mean that, in 
rendering professional services, a health care provider has 
failed to use the ordinary and reasonable care, skill, and 
knowledge ordinarily possessed and used under like 
circumstances by members of his profession engaged in a 
similar practice in his or in similar localities.

- Nebraska Statute



AI should be our our servant, not our master.

“The integration of AI into clinical trial research has been 
slower than expected, mainly owing to the (perceived) friction 
between AI versus human intelligence. Nevertheless, trials of 
data generation and interpretation should be conducted, and 
AI should be used to augment human intelligence—not seen 
as something to replace it.”

- V Subbiah, Nature Medicine, Jan. 2023



The upside of machine learning is unlimited

Over the next decade, the application of machine 
learning, deep neural networks and multimodal 
biomedical AI is poised to reinvigorate clinical research 
from all angles, including drug discovery, image 
interpretation, streamlining electronic health records, 
improving workflow and, over time, advancing public 
health. - Subbiah



Human intermediation is 
not obsolete



Five Patients, Four Pills: ChatGPT’s advice

Medical 
necessity

Medical 
expertise

Fairness and 
Equity

Informed 
Consent

Prognosis and 
Chance of 
Survival

Beneficence and 
Non-

Maleficence

Utilitarianism 
vs. Rights-

Based Ethics

Transparency 
and 

Communication
Documentation

Regular 
Reassessment



A vision of the AI future: Iron Man, not Terminator



Questions?

Rick Jeffries 

rickjeffries@clinewilliams.com

@JeffriesInfoSec
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